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Executive Summary

Despite the impressively large set of clinical assessment tools described in the medical education literature, even the most optimistic reviewers of this literature acknowledge that we are not yet well equipped to effectively evaluate clinical competence. However, simply increasing the number of tools may not be the solution to achieving the sort of coherent and comprehensive evaluation strategy being promoted by many authors in the literature. Rather there are several key debates occurring in the literature, which would suggest that the current insufficiencies in our evaluation process have more to do with the conceptualization of the process than with the lack of tools to enact it. This paper is one of 24 papers commissioned for the Future of Medical Education in Canada Postgraduate (FMEC PG) Project. This paper summarizes the themes arising from the extensive number and variety of research papers, reviews and informed commentaries available in the literature. It describes the state-of-the-art regarding the current set of evaluation tools, but also highlights the key debates about what we can (and should be trying to) achieve with our evaluation tools and approaches.

Broadly, the review revealed three key issues that the authors believe are of critical importance and must be addressed in the near future:

1. At the largest level, the community would do well to be cautious in assuming that “the right” list of separate competencies will be a sufficient operational definition of what it is to be a physician. As we move forward toward a comprehensive and coherent assessment strategy, we might do well to stay open to other conceptualizations of physician development (such as “conceptualization of practice” and/or identity formation) and the implications of these for evaluating preparedness for practice in the field.

2. In addressing the weaknesses of the current in-training evaluation model, the community would do well to move beyond faculty development strategies that teach supervisors how to use the tools, and address the administrative, professional, and cognitive barriers that impede supervisors’ ability to formally codify and document their expert assessments of their trainees.

3. In addressing the mandate of our assessment programs to offer meaningful feedback to trainees, the community would do well to find mechanisms to engage residents in the assessment process such that they are able to appreciate and incorporate corrective feedback into their professional development.
Introduction

Assessment has long played a central role in medical education at all levels of training. There are likely two broad reasons for this prominence. First, from a quality assurance perspective, assessment is seen as the primary mechanism by which both institutions (schools, universities and hospitals) and organizations (professional licensing and certifying bodies) can assure the public of acceptable levels of competence among their trainees and practitioners. Second, from an educational perspective, assessment is seen as a primary mechanism for providing feedback to trainees and practitioners for the purposes of improving performance. As Epstein and Hundert\(^1\) have summarized, “Medical schools, postgraduate training programs and licensing bodies conduct assessments to certify the competence of future practitioners, discriminate among candidates for advanced training, provide motivation and direction for learning and judge the adequacy of training programs.” (p.226).

This multifaceted set of goals for assessment has placed it in such a prominent role in education that assessment is often described as “the tail that wags the curriculum dog.”\(^2,3\) This is clearly true from the perspective of learners, who will orient and shape their learning goals towards performing well on tests. Swanson and Case\(^3\) powerfully articulate this effect on trainee learning activities with their colloquial assertion, “Grab students by the tests, and their hearts and minds will follow” (p.83, note 2). However this guiding effect of assessment also applies to curriculum developers, who often define the success of their programs by trainee performance on standardized tests, and who shape their curricular structures to address the requirements of “evidence” as specified in accreditation standards. David Leach\(^4\) articulated this eloquently as the first principle in motivating the movement of the Accreditation Council for Graduate Medical Education (ACGME) from process-oriented accreditation standards to outcome-oriented standards, stating “we tend to improve that which we measure.” (p.39)

Perhaps not surprisingly, given the explicit goal of the ACGME Outcomes Project\(^4\), the shift to outcome-oriented accreditation standards has led, in recent years, to an even greater emphasis on the formal assessment of trainees at the postgraduate (as well as the undergraduate) level. And this movement is now being further fuelled by discussions of competency-based training models whereby trainees’ progression through training is driven not by temporal considerations, but rather by accomplishment-based criteria. Obviously, the legitimacy of such a model is predicated on the capacity to effectively evaluate the requisite competencies, generating further pressure on assessment systems to fulfill this expectation.

The result of this ongoing (in fact, increasing) prominence of assessment as a cornerstone of both student learning and institutional practices in education is well described by Hodges\(^5\) in the introduction of his literature review on assessment for the FMEC MD environmental scan project: “There is probably no aspect of medical education that is more discussed and debated than assessment. It has its own journals, conferences and grants. ... The literature on assessment in medical education is enormous.” (p217). The goal of the current paper, therefore, is not to provide a comprehensive review of the assessment literature, but rather to summarize the themes arising from the extensive number and variety of literature reviews and informed commentaries that already exist.

**The Competence/Competency Conundrum – What are we trying to measure**

No early 21\(^{st}\) century discussion of assessment in postgraduate medical education can be meaningfully conducted without addressing the issue of the “competency” movement in North American medical education. The Canadian version of this movement (the CanMEDS roles) is being elaborated in FMEC PG commissioned paper 15: Integration of CanMEDS Expectations
and Outcomes, and the broader implications of the competency-based movement for postgraduate medical education are being addressed in FMEC PG commissioned paper 19: Innovations, Integration and Implementation Issues in Competency-based Training in Postgraduate Medical Education. Thus, we will not describe the CanMEDS roles or the broader implications of the competency-based movement here. However, it is worth noting that, for the last decade, the competency-based movement in North America has had two major influences on the direction and evolution of assessment development and research.

Most obviously, there has been a bloom of assessment tools whose explicit purpose is to address one or another of the ACGME competencies and/or CanMEDS roles. For example, one can find systematic reviews on evaluation tools to assess specific competencies such as: evidence-based practice\(^6\); professionalism\(^7,8\); and interpersonal skills / communication\(^9\). An effort to elaborate the details of these individual measures is beyond the scope of this document. However, in the next section we attempt to articulate a framework for understanding the various approaches embodied in these efforts.

Second, and more importantly for the purposes of this section, there has been a growing discussion about the advantages and potential dangers of adopting a competency-based approach to assessment, particularly in the postgraduate domain. That is, while many have argued for the systematic development of evaluation tools that address each of the competencies separately and have celebrated the achievements of these efforts to date (cf Green and Holmboe\(^10\)), others have questioned this approach from both evidence-based and theoretical perspectives.

From an evidence-based perspective, some research has raised doubts about our ability to assess individual competencies. For example, based on a systematic review of the assessment literature, Lurie et al\(^11\) concluded that “the peer reviewed literature provides no evidence that current measurement tools can assess the competencies independently of one another” (p301). These conclusions are consistent with a number of related studies that conclude that performance-based evaluation tools tend to load on a single, or at best two (cognitive and interpersonal), dimensions of performance.\(^12\)

In addition to the data-driven concerns regarding the feasibility of separately evaluating the competencies, others have questioned the wisdom of even attempting to “anatomize clinical competence”\(^13\), arguing that such an approach fails to capture residents’ ability to integrate the various competencies into a coherent conceptualization of practice that allows them to perform the complex activity of patient care. As articulated by Leach\(^14\) in his discussion of efforts to assess the ACGME competencies, “The relevance of the work is dependent on an integrated version of the competencies, whereas measurement relies on a speciated version of the competencies. The paradox cannot be resolved easily. The more the competencies are specified the less relevant to the whole they become.”

This debate regarding the advantages and disadvantages of “anatomizing clinical competence” with our assessment tools is a critical conversation for assessment in postgraduate education. As described earlier, it is clear that assessment drives both trainee learning and institutional curriculum design. Thus, the question of whether we wish to focus assessment most heavily on accomplishment in each of the speciated competencies or on the capacity to integrate these competencies into a coherent conceptualization of practice (what has sometimes been described as the meta-competencies) has the potential to affect how our current trainees learn and ultimately understand what it is to be a physician. Hodges\(^15\) has suggested that implicit within each construction of competence is the possibility of creating “hidden incompetences” that arise through neglect of that which is not emphasized. Thus, it is important to ask what is
missing in the speciated construction of evaluation, and what potential sources of incompetence are inherent within this model of evaluation.

**Data Sources for the Assessment of Clinical Competence**

As described earlier, an impressive number of individual evaluation tools have been introduced into the medical education literature, each of which has been demonstrated to have reasonable psychometric properties. It is beyond the scope of this report to describe them all here. However, it appears that all these tools can be classified into three broad approaches to documenting the assessment of clinical competence in postgraduate education: 1) formal, structured, circumscribed, *ex vivo* evaluations (such as written examinations, oral examinations, and the Objective Structured Clinical Examination – OSCE); 2) formal, structured, circumscribed, *in situ* observations of clinical performance (such as the Mini Clinical Evaluation Exercise – Mini-CEX); and 3) informal, unstructured, cumulative, *in situ* evaluations (such as the In-training Evaluation Report – ITER).

The assessment of knowledge and technical skills is increasingly being addressed in formal, structured assessment contexts outside the clinical setting. The technology of multiple choice questions, for example, is a long standing tradition in medical education and is well honed to determine the level of knowledge that an individual possesses with high reliability and validity presuming best practices are followed (see, for example, the manual by Case and Swanson, downloadable at [http://www.nbme.org/PDF/ItemWriting_2003/2003IWGwhole.pdf](http://www.nbme.org/PDF/ItemWriting_2003/2003IWGwhole.pdf)). Similarly, the Objective Structured Clinical Examination (OSCE), first introduced by Harden and Gleeson in 1979, is now over three decades old. Over the past 30 years, the OSCE has been adapted to assess resident level performance in a variety of domains, and has spawned a number of specialty-based derivatives (such as the OSATS, SAMSS, MISTELS, and MOMS). With the OSCE’s ongoing evolution, and the advent of increasingly sophisticated simulation contexts, there is increasing confidence in our ability to assess many aspects of clinical performance in *ex vivo* settings. Ongoing issues in the use of these simulated environments for both teaching and assessment purposes (such as the role of fidelity in transferability and generalizability to real world environments) is being addressed more extensively in FMEC PG commissioned paper 18: Simulation in Postgraduate Medical Education. However, it is clear from the literature that the reliability of these formal structured *ex vivo* evaluation tools is well established and, increasingly, there is evidence of their validity.

Educators have also developed tools for the formal, structured, circumscribed assessments of performance in the clinical context (for an extensive review of these tools, see Kogan et al). An iconic example of such a tool is the Mini-Clinical Evaluation Exercise (Mini-CEX). The Mini-CEX requires the trainee to interact with a real patient while being explicitly observed and assessed (with documentation of this assessment) by a clinician supervisor. Since its introduction in 1995, the Mini-CEX has gained popularity and has been adapted to evaluate specific domains and competencies such as professionalism. Research has been aimed at determining the number of assessment events needed to obtain reliable measures of trainee performance in a given clinical domain. We would note, however, that the enactment of an explicit circumscribed assessment activity in the real clinical context might be considered simply a natural extension of the fidelity issue raised in the OSCE discussion above. That is, such assessment activities have the fidelity of a real clinical case, but they also represent an explicit evaluation moment that will undoubtedly affect the behaviour of the trainee being observed, thereby running the risk of remaining at the “shows how” level of Miller’s pyramid rather than moving to the “does” level. It also necessarily focuses on “in the moment” behaviours, and, therefore, may not be well suited to the assessment of competencies that involve integration of patient care and management over time.
Despite the advances in clinical assessment described above, the most common form of clinical evaluation continues to be the In-Training Evaluation Report (ITER). This model of evaluation involves the informal, unstructured observation of trainees over a more extended period and the accumulation of impressions derived from these observations into an integrated (often summative) assessment. The purported strengths of these more integrative, comprehensive evaluations are a perfect complement to the purported weaknesses of the circumscribed evaluation contexts described above: they are based on the observation of naturalistic performance embedded in the real practice setting over an extended observation period. Thus, there are good reasons to believe that the ITER should be an excellent assessment tool. In practice, however, the ITER has been problematic as a mechanism for discriminating between residents, and, in particular, has been a weak tool for identifying learners who are experiencing clinical difficulties. Despite efforts to improve the scales on which the ITERs are based, and despite various efforts to train faculty to use the scales more effectively, the ITER continues to be problematic as a tool to describe and discriminate resident performance. Because of its central role in clinical evaluation, understanding potential reasons for its poor psychometric properties has been a topic of research in medical education and related health professional fields. The core findings of this literature are described in the next section.

“Barriers” to Effective Documentation of Clinical Performance

Despite all the tools available for direct observation of clinical performance, there continue to be difficulties in discriminating between residents and, in particular, in identifying residents in potential difficulty. Although some argue that the problem of unreliable assessments revolves around insufficient training of faculty, the evidence that additional training is an effective remedy for these issues is questionable at best. Several studies have demonstrated that there is a problem with documenting unsatisfactory performance of trainees, with a survey by the Association of American Medical Colleges (AAMC) of faculty at 10 schools reporting that “unwillingness to record negative evaluations” was rated as a problem by 74.5% of respondents.

It is worth looking, therefore, at some of the mechanisms that might be interfering with a supervisor’s ability or willingness to confidently document a trainee’s level of clinical competence on an evaluation form. A review of the literature seems to point to three broad areas of difficulty. These might be described as: 1) administrative and political issues; 2) personal and relational issues and 3) cognitive issues.

Dudek et al described several administrative issues that faculty identified as reasons for their “failure to fail” residents that they felt were in potential difficulty clinically. Dominant among these reasons was a sense among the faculty that there were not well established administrative structures to address the situation once identified, including a perceived lack of remediation structures to support the trainees. Consistent with this perception, Hauer et al reported that, based on a survey of 122 US medical schools, institutions with greater “trust in their remediation process” were more likely to enforce consequences of poor performance. Additionally, faculty expressly identified a perceived (or anticipated) lack of administrative support when facing trainee appeals, which resulted in concerns for their own time and credibility during the process. In fact, Cleland et al reported that, far from feeling supported, supervisors may feel a sense of pressure from the institution to pass a low performing trainee. While such concerns expressed by the faculty might be dismissed either as misperceptions or as reflecting a lack of professionalism for their unwillingness to “do the right thing” despite the associated work, it is unlikely that either assurances of available support or challenges to their professionalism are meaningful administrative responses, and Dudek et al suggest the elaboration of explicit administrative support structures to redress these administrative concerns expressed by faculty.
The second set of barriers to authentically documenting trainee performance identified in the literature is related to personal and relational issues. Cleland et al\textsuperscript{37}, for example, reported supervisors’ sense of conflict between their role as a supportive, caring educator and their responsibility to the public and the institution as a gate-keeper of quality. As Bogo et al\textsuperscript{38} describe in the social work literature, attempting to maintain these two roles simultaneously is experienced as a “collision of values”. They suggest that the educator role is more generally consistent with supervisors’ sense of themselves as educators and mentors, with this role feeling particularly dominant in the early stages of a supervision when the supervisors are focused on developing an educational alliance with the trainee. When potential difficulties become apparent, it feels too late to invoke the gate-keeper role, especially since early concerns are usually not well documented\textsuperscript{35}. Related to this, Cleland et al\textsuperscript{37} also reported that supervisors expressed concerns for the reputation of the trainee and were hesitant to document a negative evaluation if others had not expressed such concerns before. Consistent with this reported lack of confidence in their opinion, supervisors in Dudek et al’s\textsuperscript{35} study reported being less likely to document failing performance if they were unable to find supporting evidence for their judgements from colleagues. These findings suggest that the lack of success in faculty development around evaluation may be, in part, because the training focuses around “what defines competent” (something the supervisors may be particularly adept at already) rather than on preparing them to manage the conflicting values of the educator and evaluator roles that will arise when faced with poorly performing trainees.

The final set of issues relates to the mechanisms of documentation available to supervisors. That is, there appears to be a discrepancy between the way supervisors seem to construct their cognitive representation of trainees and the way in which they are expected to document this representation. As Lavine et al\textsuperscript{39} described, the difference between the high performing and the problematic trainee in a supervisor’s mind is often more related to the “when” and “why” than to the “what” of trainee activities. That is, supervisor impressions of a trainee do not necessarily reflect trainee behaviours \textit{per se}, but rather the supervisor’s attributions of these behaviours to the trainee’s underlying motivation and ability to prioritize activities (such as student learning versus patient care). Consistent with this description, Ginsburg et al\textsuperscript{40} reported that, when supervisors are asked to “tell the story” of excellent or problematic residents they have supervised, the factors they often describe do not necessarily map well onto the typical dimensions on evaluation forms. For example, supervisors seem to incorporate a trainee’s potential for, and evidence of, improvement to date as well as their current level of performance into their impressions of the trainee. In short, for many (albeit not all) aspects of performance, it is okay to not be great if the trainee understands what great is supposed to look like and is progressing in that direction. More broadly, the literature seems to point to a number of issues that faculty seem to orient around when thinking about a trainee’s performance including: 1) the extent to which the trainee can be trusted to manage emergent situations, recognize and react appropriately when she is over her head, and provide an accurate picture of the situation; 2) the extent to which the trainee is flexible and adaptable to changing situations; 3) the extent to which the trainee makes the supervisor’s life easier or harder; and 4) the extent to which the trainee “just seems to get it”. Importantly for our evaluation systems, such constructions of one’s trainee may not translate well to a set of behaviourally anchored five-point rating scales of discrete competencies. As articulated by Lurie in summarizing the results of his systematic review\textsuperscript{11} (personal communication repeated here with permission): “We found that the 6 ACGME competencies (which came into being as a result of a complex political process) do not directly correspond to anything that has been empirically measured among trainees. Thus, we concluded that, while the competencies provide a necessary framework for organizing assessments of trainees, it does not appear possible to ‘measure the competencies’ as naturally-occurring psychological constructs.” And consistent with the negative findings of Lurie
et al\textsuperscript{11}, Crossley and colleagues\textsuperscript{41} found that scales designed to reflect dimensions of “developing clinical sophistication” and “independence” (constructs they believe are aligned with supervisors’ natural organization of trainee performance) enhance reliability and validity of clinical evaluations made by supervisors, at least in the context of circumscribed \textit{in situ} assessment exercises such as the Mini-CEX.

Thus, it appears that if we are to effectively address the lack of valuable documentation of resident performance in the clinical context, it will likely require a multi-pronged approach. This multi-pronged approach will have to include: 1) developing effective administrative structures that explicitly support and reward faculty for identifying and documenting resident difficulties; 2) preparing faculty for the personal and professional challenges attendant with documenting and discussing their concerns with trainees; and 3) developing assessment tools that allow faculty to effectively document their impressions of residents in a manner that is consistent with the manner in which they represent resident competence cognitively. Without addressing these issues in a meaningful way, it is unlikely that we will be able to improve the value of clinical assessment.

\textbf{Credibility and Value of Assessment in the Eyes of Participants}

Finally, it is worth noting that the vast majority of the research papers on assessment in medical education focus on the gate-keeping role of measurement instruments. By contrast, there is relatively little discussion of the explicit formative value of the assessment process. It is well established in other literatures that one’s perception of the feedback given is critical to one’s ability to incorporate it and use it effectively\textsuperscript{42,43,44,45}. Thus, it is worth exploring the perceptions of participants regarding the value of current assessment instruments for shaping professional development.

In a pair of studies by Watling and colleagues\textsuperscript{46,47}, there appeared to be a discrepancy between attending physicians’ and residents’ opinions regarding the value of the evaluation process. That is, faculty supervisors seemed to note a high level of engagement with the ITER process. Although they acknowledged that the assessment process was fragmented due to a lack of time to interact with the trainees, as well as an inconsistency in both the goals of assessment and the standards of achievement, they nonetheless felt that the assessment process was an important reflection of the profession’s social accountability as well as their responsibility to the residents. In short, faculty supervisors believed their assessments played a strong role in guiding residents’ professional development.\textsuperscript{46} In contrast, a widespread negative opinion of the evaluation process was observed amongst residents, with many viewing the ITER as being of limited importance to their professional development due to a lack of engagement with the process.\textsuperscript{47} Consistent with Watling et al’s findings,\textsuperscript{46,47} a survey of surgeons and residents on clinical performance feedback found that 90% of surgeons felt that they were successful in providing effective feedback, while only 16.7% of residents agreed.\textsuperscript{48}

Finding mechanisms to effectively engage residents in the evaluation process, therefore, is critical. Watling et al\textsuperscript{47} identify several potential mechanisms for enhancing this engagement, perhaps the most important of which is the presence of a trusted and engaged faculty member who has a long-standing professional relationship with the resident and understands both the resident’s own set of learning objectives and her own perception of how she might be able to achieve them. Embodied in this description is the recognition that there may be an important difference between \textit{data} (which is often the output of a structured evaluation process and often imparted to a resident with little contextual richness and, therefore, with little meaning) and \textit{feedback}, which is likely to be most effective when treated as a highly personal process that must be negotiated carefully and thoughtfully in the context of a trusting relationship. Thus, our
documented evaluation systems may have the potential to form the basis of effective feedback, but they should likely not be considered feedback in and of themselves.

Summary

In the field of medical education, there is a massive literature in the domain of assessment and an (almost literally) innumerable set of assessment instruments, each designed to evaluate some aspect of clinical performance. These instruments can be classed into three broad categories based on the context of the assessment process: 1) formal, structured, circumscribed, \textit{ex vivo} evaluations; 2) formal, structured, circumscribed, \textit{in situ} observations of clinical performance; and 3) informal, unstructured, cumulative, \textit{in situ} evaluations. Each is likely to have an important role in the sort of coherent and comprehensive evaluation strategy promoted by many authors in the literature. Yet, despite the number of instruments introduced into the literature, even the most optimistic reviewers of this literature seem to acknowledge that the clinical assessment “toolbox is not overflowing with perfect instruments”\textsuperscript{10}(p789).

Rather than promoting a further proliferation of instruments aimed at individual competencies, however, our conclusions from this review of the literature suggest a set of larger issues that the community will have to grapple with if the national assessment agenda is to fulfill its dual mandate of assuring competence and providing meaningful feedback for shaping professional development of our trainees. Broadly, three key issues have been identified that we believe are of critical importance and must be addressed in the near future:

1. At the largest level, the community would do well to be cautious in assuming that “the right” list of separate competencies will be a sufficient operational definition of what it is to be a physician. As we move forward toward a comprehensive and coherent assessment strategy, we might do well to stay open to other conceptualizations of physician development (such as “conceptualization of practice” and/or identity formation) and the implications of these for evaluating preparedness for practice in the field.

2. In addressing the weaknesses of the current in-training evaluation model, the community would do well to move beyond faculty development strategies that teach supervisors how to use the tools, and address the administrative, professional, and cognitive barriers that impede supervisors’ ability to formally codify and document their expert assessments of their trainees.

3. In addressing the mandate of our assessment programs to offer meaningful feedback to trainees, the community would do well to find mechanisms to engage residents in the assessment process such that they are able to appreciate and incorporate corrective feedback into their professional development.
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